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This review describes a study of nonmagnetic-defect-induced magnetism of graphene on the basis of a tight-binding model. A vacancy induces around itself a quasilocalized impurity state at the chemical potential and leads to formation of local magnetic moments. The connection between a quasilocalized state around a vacancy and the edge localized states near a zigzag edge is studied in detail. Magnetism associated with many vacancies and edge structures is also reviewed. Some new results of magnetism associated with many vacancies are presented.


I. INTRODUCTION

The recent discovery of monolayer graphite—monolayer graphene—has triggered a surge of intensive research of this unique material. In addition to the unique physics of massless Dirac fermions realized in graphene, the potentiality in future nanoelectronics applications is the driving force of the research effort. Applications in electronic devices taking advantage of spin degrees of freedom—spintronics applications—are also discussed.

Magnetism in carbon allotropes has indeed been a fundamental and also controversial problem for a long time. Apart from magnetic impurities, the defect-induced mechanism is the most probable mechanism of magnetism in carbon-based materials. Indeed, defect-induced magnetism has been extensively studied theoretically in various carbon allotropes. The simplest mechanism is the one caused by free dangling bonds associated with vacancies. A dangling bond has a net magnetic moment, which may induce a magnetic state. Even if a defect itself is nonmagnetic, it can induce local magnetism of π electrons around itself. A well-known example is the localized edge magnetism associated with a (hydrogen-terminated) zigzag edge of graphene or a carbon nanotube.

Graphene is the building block of carbon allotropes, graphite, carbon nanotubes, and fullerenes. Therefore, it is important to study the possible magnetism of graphene to understand magnetism in other carbon allotropes. Nonmagnetic-defect-induced magnetism in graphene has also been reported using first-principles calculations. We have also studied the problem using a tight-binding model, and also found nonmagnetic-defect-induced magnetism in graphene. Here, we review these studies, and show that the origin of the local magnetism is the impurity state induced by a vacancy introduced on a honeycomb lattice and that the sublattice configuration of vacancies matters when more than one vacancy are introduced. The latter fact is a manifestation of Lieb’s theorem on magnetism on a bipartite lattice. We then argue that the edge magnetism on a zigzag edge of graphene can be naturally understood as accumulation of vacancy-induced local magnetism.

In the next Section, we introduce a tight-binding model of graphene and discuss an impurity state induced by a vacancy (nonmagnetic defect). Adding the Coulomb interaction to the Hamiltonian, in Sec. III we review the possible local magnetism induced by a vacancy (vacancies). In Sec. III we also present some new results of local moment formation induced by extended vacancies. Then, in Sec. IV, we briefly review the magnetism on edges with various structures. The last Section is devoted to a summary of the paper.

II. QUASILOCALIZED STATES INDUCED BY VACANCIES

We consider π electrons of graphene, which can be described by a tight-binding model on a honeycomb lattice (Fig. 1),

$$H_0 = -t \sum_{(\mathbf{nA}, \mathbf{n'B})} \left[ c_{\mathbf{nA}, \sigma}^\dagger c_{\mathbf{n'B}, \sigma} + \text{h.c.} \right] = \sum \left[ \epsilon(\mathbf{k}) c_{\mathbf{kA}, \sigma}^\dagger c_{\mathbf{kB}, \sigma} + \text{h.c.} \right],$$

where we consider only the electron transfer between the nearest-neighbor site pairs (\(\mathbf{nA}, \mathbf{n'B}\)); \(\mathbf{n}\) and \(\mathbf{n'}\) represent the positions of unit cells, and \(A\) and \(B\) stand for the sublattice indices. \(c_{\mathbf{nA}, \sigma}^\dagger\) (\(c_{\mathbf{nA}, \sigma}\)) is an annihilation (creation) operator of a π electron with spin \(\sigma\) at the site \((\mathbf{nA})\), and \(\epsilon_{\mathbf{kA}, \sigma}\) (\(c_{\mathbf{kA}, \sigma}\)) is its Fourier transform. Using the vectors \(\mathbf{\tau}_j\) (\(j=1,2,3\)) connecting a site on sublattice \(A\) and the three nearest-neighbor sites on sublattice \(B\), we can write

$$\epsilon(\mathbf{k}) = -t \sum_{j=1}^{3} e^{i \mathbf{k} \cdot \mathbf{\tau}_j}. $$

The band dispersion is given by \(E(\mathbf{k}) = |E_\pm(\mathbf{k})| = \pm |\epsilon(\mathbf{k})|\). It vanishes at points \(K\) \((2\pi/3a, 2\pi/\sqrt{3}a)\) and \(K'\) \((4\pi/3a, 0)\) and has a linear dispersion around those points (a massless Dirac fermion),

$$E_\pm(\mathbf{k}) = \pm \gamma \delta \mathbf{k},$$

where \(\delta \mathbf{k}\) is the deviation of \(\mathbf{k}\) from \(K\) (or \(K'\)), \(\gamma = \sqrt{3}ta/2\), and \(a\) is the lattice constant, \(a=2.46\ \text{Å}\).

We denote the number of unit cells by \(N_x, N_y=L^2\), where \(L\) is the linear size of the lattice. Without vacancies, the number of lattice points \(N_x \approx 2N_y\). We restrict ourselves
to the half-filled case, where the electron number \( N_e \) is equal to the site number \( N_s \), \( N_e = N_s \), even in the presence of vacancies.

In this paper we implicitly assume that all dangling bonds are terminated appropriately, e.g., by hydrogen atoms. We consider magnetism caused by \( \pi \) electrons.

Now we introduce impurity potentials. A short-range impurity potential at \((n\alpha)\) is expressed by

\[
\mathcal{H}(n\alpha) = u\sum_{\sigma} c_{n\alpha\sigma}^\dagger c_{n\alpha\sigma}. \tag{4}
\]

The limit \( u \rightarrow \infty \) simulates a strong impurity such as a vacancy, although \( u=\infty \) may be unrealistic for actual vacancies. The opposite limit \( u \rightarrow -\infty \) may simulate the effect of a hydrogen chemisorption site. In both limits, \( N_s = 2N_u - N_v \), where \( N_v \) is the number of impurities.

First, we briefly study the case with a single impurity.\(^{35}\)

For the moment, we suppress the spin suffixes. Expanding a single electron wave function \( \Phi(r) \) in the Wannier functions \( \phi_{n\alpha}(r) \), \( \Phi(r) = \sum_{\alpha} C_{n\alpha} \phi_{n\alpha}(r) \), we can write the Schrödinger equation in the presence of an impurity at \( r_0 \) on sublattice \( A \),

\[
\begin{pmatrix}
E & -\varepsilon(k) \\
-\varepsilon(k)^* & E
\end{pmatrix}
\begin{pmatrix}
C_{kA} \\
C_{kB}
\end{pmatrix} = \frac{ue^{-ikr_0}}{N_u}\sum_{k'} \begin{pmatrix}
e^{ikr_0}
0 \\
0
\end{pmatrix}
\begin{pmatrix}
C_{k'1}
C_{k'2}
\end{pmatrix},
\]

from which we obtain the eigenvalue equation for a bound state,

\[
u \sum_{k} \frac{E}{N_u E^2 - |\varepsilon(k)|^2} = 1. \tag{5}
\]

In the limit \( u \rightarrow \infty \), we have \( E \approx \varepsilon_c^2/\left(\mu \ln(\varepsilon_c/u)\right) \rightarrow 0 \), where \( \varepsilon_c \) is a cutoff energy; that is, the eigenenergy vanishes. This means that an impurity state is induced at the chemical potential \( \mu = 0 \) by a strong impurity potential. Putting \( E = 0 \), we readily have \( C_{kA} = 0 \), which also means that \( C_{nA} = 0 \). The amplitude of this wave function vanishes on sublattice \( A \), the same sublattice where the vacancy is. On the other hand, we have

\[
C_{kB} = \frac{N_v}{\sqrt{N_u} e^{ikr_0}}, \tag{6}
\]

where \( N_v = -\lim_{u \rightarrow \infty} uC_{0A} \) is a normalization constant. We then obtain

\[
C_{nB} = \frac{1}{N_u} \sum_k e^{ikr_{n0}} C_{kB} = ND(r_n - r_{01}, \tau), \tag{7}
\]

with

\[
D(r, \tau) = \frac{1}{N_u} \sum_k e^{ikr} \frac{1}{e^{ikr_0}} \tag{8}
\]

where \( \tau \) is the vector connecting the two lattice points in a unit cell.

We can show that \( D(r, \tau) \times 1/r \) at \( r \gg a \). This means that the wave function is localized around the impurity site, but not strongly enough to make the normalization constant \( N \) independent of the system size. That is why we call this state a quasilocalized state. The normalization constant \( N \approx 1/\ln L \), if we normalize the wave function so that \( \int dr |\Phi(r)|^2 = 1 \).

In the limit \( u \rightarrow \infty \), the number of states in the valence band \( (E < 0) \) is \( N_u - 1 \) and that in the conduction band \( (E > 0) \) is also \( N_u - 1 \). The strong impurity potential induces a quasilocalized state just at \( E = 0 \) as shown above, in addition to pushing a state to positive infinity. Then in the ground state at the half-filling, \( N_e = N_L = 2N_u - 1 \), either an up-spin or a down-spin occupies the quasilocalized state at \( E = 0 \), generating (quasi)localized magnetic moments around a vacancy even in the absence of the Coulomb interaction. It is simply natural that the ground state has a net magnetic moment, because the number of electrons \( N_e \) is odd. The point is that the magnetic moments are not spread over the system, but are (quasi)localized around a vacancy, which is specific for the honeycomb lattice.

Next, we consider cases with two impurities.\(^{26}\) First, the case with two impurities at \( r=r_{01} \) and \( r_{1} \) on the same sublattice \( A \) is considered. An eigenvalue equation for a bound state is also easily found, and is given by

\[
\frac{u}{N_u} \sum_k \frac{E}{E^2 - |\varepsilon(k)|^2} \left( 1 + C_{kA} C_{k'1} e^{ikc(r_0 - r_1, \tau)} \right) = 1, \tag{9}
\]

from which we readily see that the eigenvalue \( E \) vanishes as \( |u| \rightarrow \infty \). The wave function also vanishes on sublattice \( A \), \( C_{kA} = C_{nA} = 0 \), and

\[
C_{nB} = N_v D(r_n - r_{01}, \tau) + N_t D(r_n - r_1, \tau), \tag{10}
\]

where \( N_v \) is a normalization constant. This means that a quasilocalized state associated with one vacancy is not affected by the other vacancy, the wave function is simply an arbitrary linear combination of two quasilocalized states associated with two vacancies, and the two states remain degenerate at \( E = 0 \).

At half-filling, \( N_e = N_L = 2N_u - 2 \), two electrons occupy those two degenerate states. Without the Coulomb interaction, a singlet state and triplet states are degenerate, and Lieb’s theorem guarantees that the triplet states become the ground state in the presence of the Hubbard \( U \) \( (>0) \).\(^{38}\) As we
consider only the nearest-neighbor electron transfer integral, the lattice is bipartite. The realization of triplet states is also consistent with Hund’s rule.

When two impurities are on the different sublattices, the situation is different. We can see that the eigenvalue $E$ does not vanish in general. It vanishes only when the distance $r$ between two vacancies goes to infinity (Fig. 2); $E \propto 1/r^2$. This is simply because there occurs a “conflict” between the two vacancies: One vacancy on sublattice $A$ requires the wave function to be finite only on sublattice $B$, and the other vacancy on sublattice $B$ requires the opposite. This leads to an effective repulsion between the two quasilocalized states associated with vacancies on different sublattices, and they are no longer at $E=0$.

The reduction in the density of states due to the repulsion between the quasilocalized states is unfavorable for local moment formation. Lieb’s theorem states that the ground state must be singlet (at a finite $U$) in the present case, where the number of lattice points on sublattice $A$ is equal to that on sublattice $B$.

When $N_A = N_B$, the number of lattice points on sublattice $A$ is equal to that on sublattice $B$.

When $N_A \neq N_B$, the ground state is a singlet one, there are still two possibilities: That is, no moment is formed at any sites. The other possibility is that a magnetic moment is locally generated around each vacancy and the two local moments are coupled to form a spin singlet state. Which is realized depends on the configuration of the two vacancies, the strength of interaction, etc., which will be studied in the next Section.

The results obtained for two vacancies can be straightforwardly extended to the case with more vacancies. For example, $N$ vacancies on the same sublattice generate $N$-fold degenerate (quasilocalized) states at $E=0$. It is interesting to study the case where vacancies are in a row on the same sublattice, say sublattice $A$ (Fig. 3). These vacancies generate a zigzag edge and a Klein edge. Assuming the periodic boundary condition along the $x$ direction, the direction along the edges, the wave vector $p$ (along the $x$ direction) is a good quantum number. The wave function $C_{nB}(p)$ is then expressed as

$$C_{nB}(p) \propto \sum_\ell e^{ip\ell a}D(r_n - r_\ell, \tau_1) e^{ip_\perp y_p}d_p(y_n),$$

where

$$r_n = (x_n, y_n), \quad r_\ell = (x_\ell, 0), \quad (\ell a, 0),$$

and

$$d_p(y_n) = \sum_{k_y} \frac{e^{ik_yy_n}}{e(p, k_y)} e^{ik_yp};$$

the region of summation of $k_y$ is shown in Fig. 4. As the summand $e^{ik_yy_n}/e(p, k_y)$ is a periodic function of $k_y$ (of period $4\pi/(\sqrt{3}a)$), $d_p(y_n)$ decreases faster than any power of $1/y_n$ as $y_n \to \infty$, except at $p=2\pi/(3a)$ (or $4\pi/(3a)$), where $e(p, k_y)$ vanishes at $k_y=2\pi/(\sqrt{3}a)$ (or 0). This is indeed what was found by Fujita et al. (see also below).

Although each vacancy generates a quasilocalized state whose amplitude decreases proportionally to the inverse of the distance from the position of the vacancy, those vacancies in a row on the same sublattice generate exponentially...
localized states (plus extended states at \( p = \pm 2\pi/(3a) \)) as a result of interference. Note also that those extended states may be important for coupling between magnetic moments on the two edges of a graphene ribbon with zigzag edges.\(^{25}\)

Strictly speaking, what we have shown is not exactly the same as the localized states found by Fujita et al. They studied the case with a graphene ribbon with two zigzag edges. In this case, the edge localized states exist only at \( 2\pi/3 < pa < 4\pi/3 \) (i.e., the number of localized states is one-third of the number of vacancies). The result obtained above corresponds to a graphene ribbon with a zigzag edge and a Klein edge, where it was shown that the edge localized states exist for any \( p \) (i.e., the number of localized states is the same as the number of vacancies).\(^{39}\)

III. VACANCY-INDUCED MAGNETISM

Now we proceed to study magnetism induced by nonmagnetic defects. To do so, we have to introduce the Coulomb interaction between \( \pi \) electrons. We consider the local Coulomb interaction \( U \),

\[
\mathcal{V} = U \sum_{n,a,\sigma} n_{na}^\sigma n_{na}^{\bar{\sigma}}.
\]

(15)

We thus consider a Hubbard model on the honeycomb lattice to study magnetism of graphene. We resort to a mean field approximation to treat \( \mathcal{V} \),

\[
\mathcal{V} \rightarrow U \sum_{n,a,\sigma} \langle n_{na}^\sigma \rangle n_{na}^{\bar{\sigma}}.
\]

(16)

By diagonalizing the mean-field approximated Hamiltonian on a finite size lattice (\( L \times L \)), we can self-consistently determine the charge density \( n_{na} = \langle n_{na} \rangle + n_{na} \) and the spin density \( m_{na} = \langle n_{na} \rangle - n_{na} \) at each lattice point. In actual calculations, we use \( U = 1.2t \) unless otherwise stated. In the mean field approximation, the ground state of the half-filled honeycomb lattice is an antiferromagnetic state at \( U > U_c = 2.23t \).

It was shown in a previous study that ferrimagnetic order is induced around a vacancy.\(^{27}\) Without \( U \), only the density of one spin component (up or down) is finite, because the wave function of the quasi-localized state is finite only on one sublattice. The interaction \( U \) makes the minor spin component develop, i.e., it enhances the staggered spin moment. At \( U = 1.2t \), the total staggered moment

\[
M_{z,\text{tot}} = \left| \sum_n (m_{na} - m_{nb}) \right|
\]

is \( M_{z,\text{tot}} = 2.2 \) (for \( L = 32 \)). The total moment

\[
M_{\text{tot}} = \left| \sum_n (m_{na} + m_{nb}) \right|
\]

is evidently \( M_{\text{tot}} = 1 \) \((S_z = 1/2)\). The nonmagnetic-defect-induced magnetic moments have also been obtained by first-principles calculations.\(^{16,24}\)

As mentioned in the previous Section, the ground state is a singlet when two vacancies are introduced on the different sublattices, \( A \) and \( B \). However, it is still possible that local magnetic moments are induced around each vacancy.\(^{28,29}\) Figure 5 shows the dependence of the total sublattice magnetization \( M_{z,\text{tot}} \) on the distance \( r \) between two vacancies put on different sublattices. When the vacancies are close to each other, no local magnetic moments are induced. When they separate apart, local moments develop around each vacancy. The magnitude of the total staggered moment approaches 4.4, twice the staggered moment in the case with a single vacancy. The moments couple antiferromagnetically, and the ground state is a singlet, but the coupling weakens as they separate apart.

When the two vacancies are introduced on the same sublattice, the quasi-localized states remain at the chemical potential, and local moments are induced around both vacancies. They couple ferromagnetically, and the ground state is a triplet, in accordance with Lieb’s theorem.\(^{38}\)

The results for two vacancies can be straightforwardly extended to the case of more than two vacancies.\(^{28}\) The point, as is clear from the above argument, is Lieb’s theorem. If \( N_A \neq N_B \), local magnetic moments are always induced. When \( N_A = N_B \), the ground state must be a singlet one. If vacancies are close to each other, no local moments are likely to be induced, but if they are wide apart, local moments develop around each vacancy and couple antiferromagnetically with each other. Examples where moments are induced around extended vacancies with \( N_A = N_B \) are shown below.

Cases with \( N_A = N_B \) are shown in Fig. 6. In Fig. 6a, \( N_A = N_B = 3 \), and in Fig. 6b, \( N_A = N_B = 6 \). In both cases, no local moments are formed around the “void” at \( U = 1.2t \). Note that these extended vacancies are ring-centered. The spin density in cases with \( |N_A - N_B| \neq 0 \) is shown in Fig. 7. In Fig. 7a, \( N_A = 7 \) and \( N_B = 6 \), and in Fig. 7b, \( N_A = 10 \) and \( N_B = 6 \). The
result for the case with $N_A=1$ and $N_B=3$ was also reported previously.\cite{26} These extended vacancies are site-centered. It can be seen that local ferrimagnetic order is induced around the void.

Even when $N_A=N_B$, it is still possible that local magnetic moments are induced. Examples are shown in Fig. 8, where large local moments are induced at Klein edge sites. Here, it is implicitly assumed that the Klein edge sites are doubly hydrogenated when the crosses in Fig. 8 stand for vacancies, or that the crosses stand for hydrogen chemisorption sites. In Fig. 8a, antiferromagnetic coupling works between one Klein edge site and the other, but, because no direct exchange interaction exists between these two sites, it is weak. That is why local moments survive even though $N_A=N_B$. The same argument also applies to the case in Fig. 8b.

Other examples where large moments are induced even though $N_A=N_B$ holds are shown in Fig. 9, where $n_p$ pairs of carbon atoms on sublattice $A$ and sublattice $B$ are removed. At $U=1.2t$, we find no local moments when $n_p=1,2,3$, but local moments are found to develop on both sides of the “slit” when $n_p\geq 4$. Moments at the edge sites on one side couple ferromagnetically because they are all on the same sublattice, and moments at edge site on different sides couple antiferromagnetically because they belong to the different sublattices. Since there is no direct exchange coupling between the moments on the two sides of the slit, local moments remain (coupling is only through the edges of the slit). The true ground state must be a singlet one even in these cases, but the gap between the ground state and the excited state must become small as $n_p$ becomes large.

We can also consider a slit consisting of vacancies with $N_A \neq N_B$. An example with $N_A=7$ and $N_B=6$ is shown in Fig. 10. The ground state must be a triplet in this case.

We also studied the effect of the next-nearest electron transfer $t'$. This transfer directly connects the lattice points on the same sublattice, and with $t'$ the lattice is no longer bipartite. At $t' \approx 0.2t$, local moments induced on a zigzag edge start decreasing considerably and diminish at $t'=0.4t$. The effect of $t'$ on other magnetic states is quite similar. This is understood as a result of (1) breaking of particle-hole symmetry resulting in a shift of the energy of quasilocalized states from zero, and (2) antiferromagnetic exchange coupling between the next-nearest lattice points caused by $t'$. As local moment formation is also obtained in various first-principles calculations, however, the magnitude of $t'$ is not so large to affect moment formation appreciably.

The charge density is found to be uniform irrespective of the local magnetic moment formation. The nonuniform contribution from the quasilocalized states is cancelled by the contribution from the other occupied extended states.\cite{26} How-
ever, this result is a consequence of the neglect of the long-range part of the Coulomb interaction. Adding to the Hamiltonian the repulsive interaction $V$ between the nearest-neighbor sites and treating it with mean field theory, we find that the charge density becomes nonuniform around an impurity site. The charge distribution depends on the sign of the impurity potential $u$. If it is positive, then the charge density increases around the impurity site, while if $u$ is negative it decreases. The spin density is not affected substantially by the introduction of the nearest-neighbor Coulomb interaction as far as $V \leq 0.4U$. It has also been argued that the nearest-neighbor Coulomb interaction could cause charge order in graphene.\textsuperscript{14}

**IV. MAGNETISM INDUCED ON EDGES OF GRAPHENE**

In Sec. II we saw that a zigzag edge is obtained by introducing vacancies on the same sublattice. This implies that localized edge states are associated with a zigzag edge, which favors local moment formation. Indeed, it was found by Fujita et al. that the local ferrimagnetic order is formed near a zigzag edge.\textsuperscript{5} Note also that the “slit” introduced in the previous Section generates internal zigzag edges in graphene. We can also see that an armchair edge is obtained by removing atoms in a row alternatively from sublattices $A$ and $B$. This implies that no localized states at the chemical potential, and therefore no local magnetic moments, are present near an armchair edge.

A realistic edge is in general a mixture of zigzag and armchair structures,\textsuperscript{40–43} because it is rather difficult to prepare a graphene sheet with pure zigzag or armchair edges. We therefore studied the possible magnetism near an edge with structures,\textsuperscript{31} and found that a zigzag part longer than $3a$ is sufficient for the formation of local magnetic moments.\textsuperscript{30,31} This means, on one hand, that it is rather difficult to suppress magnetism completely on the edge of an actual graphene sheet. One has to prepare a graphene sheet with a pure armchair edge to make it completely nonmagnetic. On the other hand, this also means that it is fairly easy to make graphene at least locally magnetic.

**V. SUMMARY**

We have studied the possible nonmagnetic-defect-induced magnetism in graphene in a tight-binding model. We have found that a vacancy (or a hydrogen chemisorption site) induces local magnetic moments around it. In cases of many nonmagnetic defects, the sublattice configuration is essentially important. When the number of vacancies on one sublattice is different from that on the other sublattice, local magnetic moments are necessarily induced. Even when they are equal, it is still possible that local moments are induced.

Our results imply that it is difficult to suppress local magnetism in graphene even when it is completely free from magnetic impurity atoms. On the other hand, the present results also imply that one can control magnetic properties of graphene by controlling defects or impurities. This may be useful in the future application of graphene in spintronic devices. Our results may also be relevant for magnetism of bulk graphite.\textsuperscript{4–7} Local moments induced by nonmagnetic defects can lead to bulk ferromagnetism through exchange coupling in 3 dimensions.

Stability of the magnetic states or magnetic correlation length at finite temperatures\textsuperscript{32} is important for its realization. We have found that the energy gain due to the local moment formation around a vacancy was approximately 0.014 ($\sim 300$ K) at $U=1.0t$.\textsuperscript{27} As the size of vacancies increases, the energy gain increases more rapidly than linearly. For example, the energy gain of the configuration shown in Fig. 8a is $0.14t$ (0.035$t$ per vacancy), and that shown in Fig. 9b is $0.27t$ (0.023$t$ per vacancy). These results imply that the local magnetic moments persist even at room temperatures.

We have used a simple tight-binding model. It was assumed that dangling bonds are always terminated by hydrogen atoms, and the possible lattice distortion induced by vacancies (or chemisorption) was not considered. The electronic states may depend crucially on the method of termination. Moreover, the introduction of defects usually induces lattice distortion. As the size of extended vacancies becomes larger, the effect of lattice distortion will be more important. To study these effects, we have to resort to a first-principles calculation. Our results will serve as useful references in those studies.

We would like to thank K. Wakabayashi, S. Okada, and O. V. Yazyev, for helpful discussions and correspondence. This work was partially supported by the Research Foundation for Electrotechnology of Chubu.

\textsuperscript{4}E-mail: dai@slab.phys.nagoya-u.ac.jp

---

(2005).

This article was published in English in the original Russian journal. Reproduced here with stylistic changes by AIP.